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REAL-TIME HYBRID TERRAIN RENDERING 

This paper reports a three-dimensional modeling of the hybrid terrain. A ter-
rain model is coded as multilevel height map. To visualize the terrain, tessellation is 
not required. During the recursive voxel subdivision on each level, voxels are pro-
jected onto the base surface (plane). The altitude corresponding to this address and a 
level of details is calculated, and use it to modify coefficients of the plane equation. 
As a result was obtained a terrain surface modulated with the values from the alti-
tude map. 

Keywords: Shape Texture, Regular Grid, Multilevel Altitude Map, Hybrid-
Based Terrain. 

1. Introduction 

 Visualize the topography is quite difficult, especially if it has a large elevation 

changes. An example is the mountainous terrain. Many systems use regular terrain 

elevation grid with square cells. It leads to algorithmic simplicity of computations, 

database uniformity, and strict definition of relationship between adjacent levels of 

details (LODs), which results in database generation simplification. On the other 

hand regular grid obviously involves information excess when considering the num-

ber of grid posts. Most novel real-time visual systems have terrain skinning proces-

sors (TSP), which guarantee continuous LODs change with respect to surface rough-

ness and viewpoint distance. One of the main reasons to incorporate TSP in the visual 

system is its ability to generate terrain skin with low depth complexity (near 1) and 

hence reduce the image generator (IG) load when compared to traditional including 

terrain polygons in an environment database and LOD switching. TSP could be either 

an installable hardware device, or software process executed by geometry processor 

(GP). If TSP is an application specific device having local processor then it might be 

able to generate in real-time over 1000.000 terrain triangles when using regular grid 
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and which is a considerable part of the IG system performance. This simulates search 

for a terrain skinning methods of IG unloading at the cost of more heavy TSP load, 

and particularly non-girded terrain. Regular grid could be square, or hexagonal, or 

triangular and so on. For Cartesian coordinate system most natural is square grid with 

axis collinear cell sides and grid aligned origin. Let us call this grid regular and all 

other – irregular. “Most” an irregular is grid with randomly spaced nodes. Others 

could have other kind of irregularity: square grid rotated, or shifted relatively to co-

ordinate system, or with independently shifted nodes. Some properties of these grids 

are “regular”, and we can use them for irregular grids evaluation. Generally, to 

achieve higher compression it takes more processing resources (time, memory), in-

cluding decompression. In our case compression factor is a number of IG input trian-

gles under irregular grid model with respect to that of regular grid terrain model.  

Regular grid has fixed sampling rate for each LOD. In this case LODi is a set of 

triangles which approximates terrain so as the maximum error is not higher than ap-

propriate constant Ei: 

                               Emax < Ei                                                            (1) 

Irregular grid has fixed bandwidth, and LOD with the same maximum error could 

have fewer nodes in this case. Here LODi is represented by set of triangles, organized 

in clusters so as for each of them maximum approximation error is between current 

LOD maximum and next LOD maximum: 

                               Ei+1<Emax<Ei                                                        (2) 

Irregular grid bandwidth wideness has two consequences. Each LOD can have 

“built-in” (implicit) surface roughness [1] and therefore database volume could be 

reduced.  

For regular grid the maximum amount of memory also could be specified, because 

of limited mountain's height. If this limit is 300m for 10m space frequency then regu-

lar and irregular grids will introduce the same error at regular cell size 8 times less 

than that of irregular. The later gives us a difference in triangles number about 64 

times. This is in accordance with [8].   
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Most of the methods use a polygonal task of relief, because there is hardware sup-

port [3-11]. 

Numerous methods for rendering height-based terrain surfaces have been devel-

oped [12]. Databases for terrain use DEM (digital elevation model) models. This 

standard is designed by U.S. Geological Survey and, on essences, is a table of heights 

terrain with counting out through 7.5 or 15 minutes. DEM model consists of two 

files, binary file of data in which recorded heights in the manner of 16- bit fixed 

numbers, and head file which describes a format of record of numbers used in the file 

of data (BigEndian or SmallEndian ), but in the same way area on terrestrial surface 

which describe heights in the file of data. The continuous level of detail algorithm 

takes a two-part approach in which terrain is first divided into blocks for which a de-

tail level can be selected at a coarse granularity [13]. The real-time optimally adapt-

ing meshes algorithm builds upon the algorithm [13] by organizing terrain meshes 

into a triangle bintree structure [14]. Geomorphing to the continuous level of detail 

algorithms described in [15]. The progressive mesh technique was extended to 

height-based terrain, and it enables smooth view-dependent terrain rendering with 

geomorphs [16].  

There are methods in which no tessellation [17-21]. But these methods are slow. In 

order to render voxel-based terrain, proposed method must be able to convert a 3D 

scalar field representing the terrain into a set of vertices and triangles that can be ren-

dered by the graphics hardware. 

A method for constructing a triangle mesh whose vertices coincide with the zero-

valued isosurface is the Marching Cubes algorithm [22]. Although it provides many 

greater capabilities, the use of voxel-based terrain without tessellation is slow for vis-

ualization. The algorithms used to extract the terrain surface from a voxel map pro-

duce far greater numbers of vertices and triangles when compared to conventional 2D 

terrain. The development of a seamless LOD algorithm for voxel-based terrain is 

vastly more complex than the analogous problem for height-based terrain. Texturing 

and shading of voxel-based terrain is more difficult than it is for height-based terrain. 

In the cases that triangle meshes are generated for multiple resolutions, arises the 
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cracking problem. A method for patching cracks on the boundary plane between cells 

triangulated at different voxel resolutions was described in [23]. 

In paper [24] was proposed architecture for real-time visualization of non-

polygonal terrain.  

This paper describes a hybrid method to define and visualize terrain. To speed up 

the rendering graphics accelerators are used. 

Terrain based on scalar perturbation functions [25]. Chosen representation of ter-

rain data is based on regular multi-level elevation map complemented with levels of 

detail. This approach has several advantages (rapid generation and modification, effi-

cient data storing and retrieving) over polygonized terrain models.  

2. Non-polygonal terrain representation 

Open simply connected set of points on the plane will be called the flat area 

[25]. Let D be a flat area, andD  its closure. Then enter in the plane coordinate sys-

tem (u, v). Where x, y, z are the Cartesian coordinates of the points in the space 3E . 

Three functions on the set D there: 

),,(),,(),,( vuzvuyvux χψϕ ===                                             (3) 

Functions (3) have the following properties. Since ),(u 11 v and ),(u 22 v  are different 

points of the setD . ),,(xM 1111 zy and ),,(xM 2222 zy are the points of the space 3E . Coordi-

nates are calculated by the formula (3): 

),2,2(2),2,2(2),2,2(2
),1,1(1),1,1(1),1,1(1
vuzvuyvux

vuzvuyvux
χψϕ
χψϕ
===
===                                   (4) 

The set of points M (x,y,z) is called a simple surface. Then built a complex surface 

F, which is the graph of a function defined in 3-dimensional space. The value of 

( ))( FdGh  characterizes the deviation of the point dF, on the surface F from the point dp 

v =( Fd


 Pd


)                                                                (5) 

Complex surface area can be defined as the set of points in ℜ3, defined by the vector 

equation 

F


=G( v )+ n ·h(G( v ));∀ v∈ℜ3,                                       (6) 
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 where n  is the normal to the base plane. 

This paper considers representation of terrain based on the base planes. In this 

case, the transformation G is a parallel projection directed oppositely to the normal 

vector of the base plane. We will use the notion of the terrain F as a combination of 

the base planes and the perturbation domain; it may have a rectangular contour or be 

defined by vector equation (6). 

3. Rendering method 

Terrain is defined by the base plane and scalar perturbation functions [26]. As a 

basic surface used a plane, and then the direction of the carrier plane normal must 

match the longitudinal direction of the parallelepiped. It’s a region of perturbation 

function definition.  

Multilevel height map is calculated. The initial height map the level n if the ar-

ray dimension is 2n x 2n. Data for the level n-1 (2n-1 x 2n-1) are obtained by choosing a 

maximum from four adjacent values of the level n. The zero level consists of one 

value.  

Let’s find coordinates of univariate bar - voxel V0, which will be assigned pair vec-

tors  

P0=(x0,y0,z0)  and  P1 =(x1,y1,z1), V0 ={P0,P1}.                    (7) 

Further, coordinates of voxel V0 by means of transformations G are converted in co-

ordinate system height map:  

{(x0,y0,z0), (x1,y1,z1)} ⇒ {(u0,v0,h0), (u1,v1,h1)}                    (8) 

Using  the transformation matrix Т in the height map coordinate system, which be-

ing multiplied to the matrix of geometric transformation М and gives a resulting ma-

trix of transformation G. G=T*М; 
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Then, voxel transformed coordinates (u, v, h, a) in coordinate system of height map 

are calculated from (x,y,z) voxel coordinates in model space by multiplying a vector of 

point in model space to matrix G. 
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Then voxel subdivision on Z coordinate is used  

P n i =  Pn i-1 , P f i = ( P n  i-1+Pf  i-1 )/2 .Vi = {P n i , P f i },                   (11) 

where Vi is a voxel of i –level of recursion, Pn i Pf i  is the coordinates of near and far-

away voxel of i-level subdivision. 

 
Fig-1. Hybrid-based Terrain 

At each step of the partition voxel level of detail is calculated 
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  For this calculated size of rectangle being voxel projection on the multilevel 

height map. 
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 Figures 1 shows the result of hybrid-based terrain modeling (height map resolu-

tion – 1024x1024). Hybrid method is a combination of height-based method and 

voxel-based approach. 

1. Implementation and performance 
Two applications which visualize the terrain based on scalar perturbation func-

tions have been realized. The first uses only CPU for calculations. The second uses 

GPU for calculation of depth, normal and illumination, and CPU for geometric trans-

formations. For image display both versions used DirectX. Testing of productivity of 

the offered variants of realization has been made. Compute Unified Device Architec-

ture (CUDA) from NVIDIA was used. CUDA is a model of parallel programming. 

Together with a set of software, she allows to realize programs in language C for ex-

ecution on a graphics accelerator. Testing was performed on the processor Intel Core 

i7-2700K, GTX 550Ti and GTX 750 Ti. A textured DEM of terrain (50km x 80 km) 

is rendered on a 1920 x 1080 view port using this method. The spatial resolution of 

the DEM and the texture is 1 m and 10 cm, respectively. Rendering results are shown 

in Table 1. 

Table 1. 

Height map reso-

lution 

i7-2700K GTX 550Ti GTX 750 Ti 

256x256 802,65 ms 67,03 ms 31,07 ms 

512x512 850,81 ms 71,05 ms 32,93 ms 

1024x1024 856,52 ms 71,53 ms 33,15 ms 

 

The main feature of terrain visualization in this method lies in the fact that the render-

ing is weakly dependent on the resolution elevation map. (See Table 1). 

4. CONCLUSION 
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During the recursive voxel subdivision on each level, the centers of the voxels 

onto basic plane are projected. The current interval projection is calculated, this gov-

erns the level of detail. A cruder approximation of the initial function is chosen for a 

larger interval. If a more accurate representation is required, then we perform bilinear 

or bicubic interpolation of values of heights from the last level of detail. The comput-

ed coordinates, as well as in the case of ordinary RGB texture map, will define ad-

dress. 

  The altitude corresponding to this address and a level of details is calculated, 

and use it to modify coefficients of the plane or quadric equation. As a result will be 

obtained a smooth surface of arbitrary shape modulated with the values from the alti-

tude map. But the problems solved by this algorithm require much more complicated 

methods within the traditional approach. Indeed, the common way to present terrain 

with polygons requires an abundance of polygons. Besides, the number of additional 

problems arises such as high depth complexity, hidden polygons removal, priorities, 

switching between levels of detail, clipping polygons by the pyramid of vision, etc. 

Such problems do not appear in the proposed method. 

Rendering method, described above, uses a graphics accelerator for most of the 

calculations. We can use parallel calculations in GPU to accelerate rendering. We 

successfully integrated proposed visualization method into the standard rendering 

pipeline. Verify the performance for the different scenes. For considered tests the ap-

plication with GPU average ten times faster, than the version using only CPU.  
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